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A B S T R A C T   

Logging tools are essential for high-temperature downhole oil exploration. Passive thermal management has 
been widely used to ensure the normal operation of downhole electronics. A key requirement for passive thermal 
management is the quick on-site prediction of real-time logging tool temperature. This is challenging due to 
variable downhole environments, initial temperature distributions, and power dissipations of heat sources. To 
address this issue, a transient thermal model for predicting the real-time temperature of logging tools is pro-
posed. This model is based on a thermal network model with a discrete thermal equilibrium equation and 
considers heat transfer processes inside and outside the logging tool. The proposed model considers both the 
accuracy and the efficiency of prediction and can be applied under different working conditions. The average 
relative error between the proposed model and the experiment is only 6.5 %. In addition, the computing time and 
resources of the proposed model are significantly reduced compared with traditional numerical simulations. The 
proposed prediction model shows promise for wide use in real-time logging tool operations.   

1. Introduction 

With the growing demand for oil and gas resources worldwide, pe-
troleum exploration has gradually focused on deeper wells due to the 
depletion of shallow and medium-depth oil fields [1]. The downhole 
ambient temperature increases with well depth, and the temperature of 
wells can exceed 200 ◦C [2,3]. Logging tools, as key equipment for 
measuring the physical and chemical properties of rock formations, are 
widely used for exploring downhole oil and gas resources [4]. Compared 
with other logging tool components, internal electronics such as inte-
grated circuits are the most susceptible to failure due to the 
high-temperature environment [5]. Therefore, effective thermal man-
agement measures need to be adopted to protect the normal operation of 
electronics inside a logging tool. 

Currently, thermal management measures can be divided into active 
cooling systems (ACSs) and passive thermal management systems 
(PTMSs). ACSs mainly include vapor compression refrigeration [6–8], 
Stirling cooling [9,10], adsorption cooling [11,12] and thermoelectric 
cooling [13–15]. ACSs have the advantage of long-term temperature 
control performance [16]. However, due to the existence of moving 
parts, complex structures, and external energy inputs, the reliability of 

these systems is too low to be widely applied to actual operations [17, 
18]. Compared to ACSs, PTMSs possess the highest reliability and are 
more prevalent in logging applications [19,20]. Fig. 1 shows a schematic 
diagram of a typical PTMS. A vacuum flask combined with insulators is 
utilized to insulate the heat intrusion from the ambient environment. 
Phase change heat sinks are applied to absorb the heat generated from 
the electronics and intruded from the high-temperature environment. 
During operation, the temperature of the electronics inside the tool 
climbs constantly due to the accumulation of heat. However, electronics 
can only withstand a certain temperatures range. Hence, PTMSs can only 
protect electronics for a limited number of hours [21]. It is necessary to 
keep track of the remaining safe operating time (RSOT) of the tool in real 
time. The RSOT represents the period from the current to the threshold 
temperature of electronics, which requires temperature prediction as 
input. Therefore, the RSOT of a tool in a high-temperature well depends 
on many parameters, such as the ambient temperature, initial temper-
ature distribution of the tool, and heat dissipation of the electronics. As 
an input condition, accurately and quickly predicting the temperature of 
the instrument under different operating conditions is particularly 
important. 

Current methods for the temperature prediction of electronic devices 
are mainly based on two principles: data-driven and heat transfer 
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models. Because they are limited by dataset size, data-driven models 
have difficulty obtaining complete temperature data to cover all work-
ing conditions [22,23]. Some of them rely on historical data, and thus 
the predictable temperature duration is limited to 60 min [24,25]. 
Therefore, data-driven models are not suitable for predicting tempera-
tures under varied working conditions. 

In contrast, the physical mechanism of heat transfer models is clear, 
and no actual measurement data are needed. All operating conditions 
can be covered, and prediction accuracy can be guaranteed. With the 
development of numerical simulation techniques, the currently avail-
able 3D models have become gradually able to fully resolve complex 
heat transfer processes such as heat conduction, convection, and radi-
ation inside a logging tool. Lan et al. proposed a thermal model for a 
downhole DTMS without considering convection and radiation inside 
[26]. The maximum relative error between this model and the experi-
mental results was lower than 10 %. Based on Lan’s work, Peng et al. 
improved model accuracy by integrating various heat transfer processes 
within the tool [27]. Their proposed model could accurately 

characterize the real heat transfer process with a deviation of 4.71 % 
from the experiment. However, their processes could not be integrated 
into embedded devices for rapid temperature prediction on-site because 
of the long calculation time and massive computing resource re-
quirements. Therefore, a dimension-reduction model must be integrated 
into the downhole device. Current one-dimensional heat transfer models 
for logging tools are mainly applied to the steady-state heat transfer 
process [28,29]. There is no accurate model for a complex structure that 
includes a transient phase change process. Therefore, previous models 
are not applicable for predicting the remaining working time of a tool in 
real time. To avoid the risk of electronic failure, there is an urgent need 
to devise a model for accurately and efficiently predicting the temper-
ature. First, this model must be applicable under variable operating 
conditions and achieve certain accuracy; second, it should be integrated 
into embedded equipment for predicting real-time temperature with a 
calculation time of no more than 1 s; and finally, it should ensure a 
certain length of prediction. 

In this paper, a transient thermal model for logging tools was 

Nomenclature 

ρ Density kg/m3 

c Specific heat capacity kJ/(kg⋅K) 
V Volume m3 

λ Thermal conductivity W/(m⋅K) 
Q Self-generating heat W 
R Thermal resistance K/W 
Δt Time step s 
T Temperature K 
l Length of each node m 
S Effective heat exchange area m2 

r Radius m 
L Latent heat kJ/kg 
h Convection heat transfer coefficient W/(m2⋅K) 

Ts Initial phase change temperature of PCM K 
Tl Final phase change temperature of PCM K 
ceff Equivalent heat capacity of PCM kJ/(kg⋅K) 
Tout Temperature of downhole environment K 
rin Inner radius of the cylindrical node m 
rout Outer radius of the cylindrical node m 

Subscripts 
m Quantity of neighbor nodes involved in heat exchange 
i Node i 
j Neighbor node j 
s Solid PCM 
l Liquid PCM 
t Moment  

Fig. 1. Schematic diagram of a typical downhole PTMS.  

Fig. 2. Diagram of an actual PTMS of a logging tool [26].  
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proposed. The logging tool was discretized into multiple thermal nodes, 
and a thermal network model between nodes was constructed and 
solved. The prediction results of the model were verified by comparison 
with those of the experiment and 3D numerical simulations to check the 
accuracy and efficiency. 

2. Model 

2.1. Geometry 

Fig. 2 shows a diagram of the overall structure of the PTMS. During 
operation, the whole skeleton is loaded inside a vacuum flask. A vacuum 
layer between the inner and outer walls of the flask is utilized to isolate 
the heat leakage from the high-temperature environment. Specifically, 
the interlayer of the vacuum layer is evacuated to reduce the heat 
conduction and convection heat transfer. Within the vacuum layer, 
multiple layers of highly reflective screens are inserted to decrease the 
radiation heat transfer. To prevent the thermal conduction caused by the 
contact between reflective screens, low thermal conductivity fillers such 
as glass fibers are inserted between each pair of reflective screens. In 
addition, two thermal insulators are placed at the left and right ends of 
the system to isolate axial heat leakage. There are a total of 14 circuit 
boards bolted to the metal skeleton, which are thermally connected to 
the skeleton by thermal interface material (TIM). Their self-generating 
heat is absorbed by the skeleton and phase change materials (PCMs) 
between and inside the skeleton. The PCMs are divided into 6 heat 

storage modules, which are distributed in various locations of the skel-
eton to minimize the total heat transfer distance between heat sources 
and PCMs. Eventually, the thermal resistance from electronics to the 
heat sink is reduced. 

2.2. Discretization and heat transfer network analysis 

Logging tools face complex heat transfer processes during high- 
temperature downhole operations, including convection heat transfer 
between the downhole fluid and the vacuum flask, high vacuum 
multilayer adiabatic, phase change heat storage, heat conduction, nat-
ural air convection, and thermal radiation inside the flask. Therefore, 
the heat transfer process needs to be simplified to balance the accuracy 
and efficiency of the calculation. Several assumptions are presented as 
follows.  

(a) The heat transfer process between the components of the tool is 
assumed to be transient heat transfer between a finite number of 
nodes. 

(b) Due to the low power consumption and the high thermal uni-
formity, the internal thermal resistance or the temperature dif-
ference inside each node is neglected.  

(c) Transient heat transfer during a single time step is equal to a 
quasi-static process [30,31].  

(d) The vacuum layer of the flask is assumed to be a solid zone with 
low thermal conductivity. 

Fig. 3. Heat transfer network of the discrete nodes of the logging tool.  

Fig. 4. High-temperature experimental setup: (a) prototype of the logging tool; (b) ceramic heating pads and thermocouple; (c) overall experimental setup.  
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(e) The equivalent heat capacity method is utilized to describe the 
phase change heat storage process [32].  

(f) The radiation inside the flask is ignored due to its small effect on 
the actual temperature [26]. 

Fig. 3 shows that the logging tool is decomposed into 21 nodes based 
on the location and function of each part. The vacuum flask, thermal 
insulators, PCMs, five major skeletons, and circuit boards (MCU, 
communication and antenna driver, etc.) are included in the main 
nodes. Note that these nodes consist of one component or multiple parts 
with different materials and heat dissipation. For example, Table 1 
shows that the PEEK shells and aerogel are treated as one node. 
Therefore, the thermal properties of these nodes are determined by the 
weighted volume of all components. The self-generating heat of these 
nodes is defined as the total heat dissipation of all parts inside the node. 
Besides, the values of the initial phase change temperature of PCM(Ts) 
and the final phase change temperature of PCM(Tl) significantly affect 
the temperature of PCMs. The values of Ts and Tl are determined as 
70.84 ◦C and 73.73 ◦C according to the DSC tests. 

The network in Fig. 3 indicates that heat transfer only occurs be-
tween nodes in direct contact. The sources of heat are high-temperature 
environments and electronic devices. Specifically, the heat from the 
downhole environment penetrates the interior of the logging tool 
through the vacuum flask and insulators and then affects the tempera-
ture of each node inside. The self-generating heat of the electronics is 
emitted toward neighboring nodes and is continuously absorbed by the 
skeleton and PCMs. The air inside the vacuum flask remains in direct 
contact with most nodes, and as a result, the heat flow is distributed, and 
the overall temperature uniformity is enhanced. Nevertheless, because 
the heat transfer capability of air is low, the role it can play is extremely 
limited. PCMs are still the main cold source of the system and the final 
destination of most heat. 

2.3. Governing equation of each node 

For a specific node, the heat accumulation of the node is equal to the 
sum of the heat input from neighboring nodes and the heat generated by 
itself. The equation of energy conservation for node i can be expressed 
as: 

∑m

j=1

Tt
j − Tt

i

Rij
+Qi = ρiciVi

(
Tt+1

i − Tt
i

)

Δt
(1) 

In this equation, the first term represents heat diffusion, meaning the 
heat input into node i from m neighbor nodes; the second term repre-
sents the heat source; and the third term represents heat accumulation. 

The explicit finite difference scheme for transient heat conduction 
can be expressed as: 

Tt+1
i =

Δt
ρiciVi

∑m

j=1

Tt
j

Rij
+

QiΔt
ρiciVi

+

(

1 −
Δt

ρiciVi

∑m

j=1

1
Rij

)

Tt
i (2) 

The temperature of nodes at moment t+1 can be determined through 
the temperature distribution at moment t. Therefore, the temperature 
trend can be continuously deduced from the initial temperature field to a 
certain moment. Based on numerical theory, the temperature at the next 
moment needs to be positively correlated with the current temperature 
to avoid numerical oscillation. The stability criterion for the explicit 
finite difference scheme is: 

1 −
Δt

ρiciVi

∑m

j=1

1
Rij

≥ 0 (3) 

Eq. (3) can be further transformed as follows [34]: 

Δt ≤
ρiciVi
∑m

j=1
1

Rij

(4) 

The time step Δt is related to the thermal capacity and resistance. To 
ensure convergence of the scheme, the time step needs to be limited to a 
certain range. Moreover, the key parameters, such as the thermal 
resistance between nodes, the latent heat of PCMs, and the boundary 
conditions, need to be described by additional equations. For neigh-
boring nodes with flat contact surfaces, the thermal resistance can be 
expressed as: 

Rij =
li

2λiSij
+

lj

2λjSij
(5) 

For nodes with cylindrical contact surfaces, such as the inner and 
outer walls of a vacuum flask, the thermal resistance can be expressed 
as: 

Rij =
ln
[(

rin
i + rout

i

)/
2rin

i

]

2πλil
+

ln
[
2rin

i

/(
rin

j + rout
j

)]

2πλjl
(6)  

Notably, rin
i = rout

j .

Unlike thermal conduction in solid structures, the heat transfer 
process of PCMs includes heat conduction and phase change. For solid‒ 
liquid PCMs, an interface occurs during melting or solidification. Heat 
exchanges in the form of latent heat, and the interface moves during 
phase change. However, rather than the exact location of the interface, 
only the amount of heat that PCMs can store is needed in the modeling. 
Therefore, the square equivalent heat capacity method is used after 
specifying the properties of the PCMs. Assuming that the volume frac-
tion of the liquid PCMs is linearly distributed in the phase-change re-
gion, the equivalent heat capacity can be expressed as [35]: 

Table 1 
Materials and thermal properties of components inside the logging tool.  

Name  Material Thermal 
conductivity 
(W⋅m− 1⋅K− 1) 

Density 
(kg•m− 3) 

Specific heat 
capacity 
(J•kg− 1•K− 1) 

Vacuum 
bottle  

TC-11 7.5 4480 550 

Vacuum 
layer [33]  

Aluminum 
foil +
spacers 

0.0002 100 1200 

Skeleton  Aluminum 
alloy 

130 2810 960 

Heat source  Ceramics 20 2145 750 
PCMs shell Aluminum 

alloy 
130 2810 960 

filler Paraffinic 0.2 880(s)/ 
770(l) 

Eq. (7) 

Insulator shell PEEK 0.25 2200 1000 
filler Aerogel 0.018 200 502.3 

Heat sink  Copper 400 8700 385 
Mechanical 

joint  
Titanium 
alloy 

7.5 4940 710  

Table 2 
Sensitivity analysis of the convection heat transfer coefficient h.  

Convection 
heat transfer 
coefficient 
h (W/(m2⋅K)) 

Temperature of 
antenna driver (◦C) 

Temperature of 
MCU (◦C) 

Temperature of 
communication (◦C) 

20 112.31 90.05 90.14 
40 112.35 90.09 90.18 
60 112.37 90.11 90.21 
80 112.39 90.13 90.22 
100 112.40 90.14 90.24  
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ceff =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

cs (T < Ts)

1
ρs

[(

1 −
T − Ts

Tl − Ts

)

⋅ρs⋅cs +
T − Ts

Tl − Ts
⋅ρl⋅cl

]

+
L

T1 − Ts
(Ts ≤ T ≤ Tl)

cl (Tl < T)
(7) 

The outer surface of the vacuum flask, the mechanical joint, and the 
insulators are in direct convection heat transfer with the downhole 
environment, which can be expressed as: 

qi = hSi(Tenvir − Ti) (8) 

The convection heat transfer coefficient of the outer surface of the 
flask in the oven is approximately 30~40 W/(m2⋅K) [14]. Table 2 shows 
the sensitivity analysis of the convection heat transfer coefficient. 
Changes in the convection heat transfer coefficients in this range of 
20~100 W/(m2⋅K) have little effect on the actual temperature due to the 
good insulation of the flasks. Therefore, h = 35 W/(m2⋅K) is set in our 
model. To verify the accuracy of the proposed model, the results are 
compared with the previous simulation. 

3. Experiment setup 

To verify the proposed model, a prototype is made, and a high- 
temperature experiment is conducted (see Fig. 4). Since the natural 
convection inside the PCM containers has little effect on the heat 
transfer process, this experiment is conducted horizontally [26]. 
Ceramic heating pads (40 × 40 × 2 mm) are used as substitutes for 
actual circuits with the same heating power and are attached to skele-
tons by TIMs. The heat dissipation of each heat source is shown in 
Table 3. Teflon tape is applied to fix the K-type thermocouples to the 
heat sources, PCMs, and other temperature measurement points. The 

skeleton with heat sources and thermocouples is loaded inside the flask 
and put into the oven (PTC1-40, Despatch). The temperature of the oven 
is set to 205 ◦C, and the heat sources are powered by DC power supplies 
(0–30 V/0–10 A, MS-3010D). The whole experiment lasts for 10 h, and 
the temperature is recorded with a data acquisition unit (0.2 % FS±, 
MIK-6000F). 

4. Validation and discussion 

4.1. Experimental results 

Fig. 5 shows the results of the high-temperature experiment. The 
temperature inside the oven rises to 205 ◦C within 60 min, and that of 
the outer surface of the vacuum flask closely follows, which also rises to 
over 200 ◦C after 70 min. In contrast, the temperature of the circuits 
inside rises slowly. Affected by high-temperature heat leakage, the 
temperature near the opening side of the vacuum flask rapidly rises to 
109.5 ◦C after 600 min, while other circuits are within 100 ◦C. In 
addition, before the shift in PCMs, the temperature rise slope of all cir-
cuits inside the vacuum flask remains constant. When the PCMs start 
melting and absorb heat, the temperature rise of the electronics is sup-
pressed. The temperature rise rate of the MCU decreases from 5.7 ◦C/h 
to 2.0 ◦C/h before and during the phase change process. The circuit 
temperature starts to rise again at a relatively higher rate after the phase 
change. 

4.2. Experiment validation and error analysis 

To verify the accuracy and efficiency of the proposed model, the 
calculation results are compared with the experimental and simulation 
results. Fig. 6 shows the comparison with the experiment. The trends of 
both lines remain consistent, maintaining a slope of temperature growth 
close to constant outside the phase change process. Specifically, after 10 
h of operation at an ambient temperature of 205 ◦C, the measured 
temperatures of the antenna driver, heat sink, MCU, communication and 
PCM 6 are 109.5 ◦C, 75.6 ◦C, 84.8 ◦C, 86.9 ◦C, and 77.1 ◦C, respectively. 
The corresponding calculated temperatures are 112.4 ◦C, 80.2 ◦C, 
90.1 ◦C, 90.2 ◦C, and 76.3 ◦C, respectively. The maximum error between 
the calculation and experiment at 10 h is only 5.3 ◦C. 

For the whole temperature rise process, the average relative error is 
approximately 6.5 %. In addition, the average absolute error between 
the experimental and model prediction results of all nodes is only 3.5 ◦C. 
The above results validate the accuracy of the model. As the error is less 

Table 3 
Heat dissipation of the heat source inside the logging tool.  

Heat source Power dissipation 
(W) 

Heat source Power dissipation 
(W) 

Communication 2 × 2 Power 
amplifier 

3 × 3 

MCU 2 Driver 3 
Antenna driver 24 Others in 

total 
47 

Preamplifier 1   
Total power 

dissipation   
90  

Fig. 5. Experimental temperature time series of the system.  

Fig. 6. Comparison of the results of the proposed model with the experiment.  
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than 10 ◦C, it is acceptable for the industrial application of a logging 
tool, which can be regarded as the engineering margin. The error mainly 
derives from the following aspects. On the one hand, the error comes 
from model assumptions. The proposed model assumes that all nodes are 
homothermic, and this assumption introduces an average error 
compared to the real situation. On the other hand, the experiment itself 
can introduce boundary error. Compared to the proposed model, the 
temperature of the oven is gradually heated from room temperature to 
205 ◦C, while the model is set as directly convective heat transfer with 
the 205 ◦C oven environment. Furthermore, the model indicates a 
distinct melt region compared to the experiment. This discrepancy is 
attributed to the limited number of discrete nodes in the model. Without 

phase change, the temperature is primarily controlled by the sensible 
heat storage, and the temperature gradient within each node remains 
stable. However, during the phase change stage, the heat storage de-
pends on the latent heat of PCM. The total PCMs are a non-isothermal 
body with different temperature gradient distribution. Therefore, 
there is some error in the phase transition interval, but the accuracy is 
enough throughout the temperature rise. 

The accuracy of the model has been verified in different instruments 
and at different initial temperatures. 

4.3. Comparison with simulation 

Fig. 7 shows the comparison between the results of the proposed 
model and the numerical simulation [26]. Both temperature trends are 
close to each other, indicating that the proposed model is a good sub-
stitute for simulation. However, due to the small number of nodes and 
the neglect of the temperature distribution within nodes, the tempera-
ture curve during phase change is relatively stiff. Therefore, the error in 
the phase change interval is relatively large, with a maximum absolute 
error of approximately 7.7 ◦C. 

Table 4 shows that the average absolute error between the simula-
tion and experiment is 2.2 ◦C, with an average relative error of 4.0 %. In 
contrast, the accuracy of the model is slightly worse than that of the 
numerical simulation but still within the acceptable range. Specifically, 
the average absolute error between the predicted and experimental 
temperatures is 3.5 ◦C, and the average relative error is 6.5 %. The 
reason is that in the numerical simulation, 3175844 nodes are gener-
ated, so the temperature field can be presented with more complete 
details. In contrast, the proposed model has only 21 nodes, and the 
temperature jump between nodes is relatively larger. Only the temper-
ature of each node at different moments can be obtained. With fewer 
nodes, the proposed model is much more efficient than numerical 
simulation. It takes only 0.8 s to obtain the results (CPU: i5-4590, 
memory: 32 G), while 50631 s is needed for numerical simulation. 
This shows that the proposed model can effectively balance the accuracy 
and real-time calculation efficiency. Therefore, the model can meet the 

Fig. 7. Comparison of the results of the proposed model with numeri-
cal simulation. 

Table 4 
Accuracy and efficiency analysis of the proposed model.  

Method Average absolute error compares with experiment (◦C) Average relative error compares with experiment (%) Number of nodes Calculation time (s) 

Numerical 
simulation 

2.2 4.0 3175844 50631 

Proposed model 3.5 6.5 21 0.8  

Fig. 8. Sensitivity analysis of different thermal properties:(a) different thermal conductivity of the vacuum layer; (b) different kinds of PCMs.  
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requirements for real-time prediction of the temperature trend. 

4.4. Sensitivity analysis 

Fig. 8(a) and (b) is focused on the temperature of the key electronics 
of the logging tool at the end of the time. Fig. 8(a) depicts the influence 
of different thermal conductivity of the vacuum layer. The x-axis is the 
thermal conductivity (0.0001–0.0004 W/(m⋅K)), and the y-axis is the 
temperature of electronics at 600 min. Since the thermal shield effect is 
enhanced with lower thermal conductivity, the temperature of elec-
tronics is accordingly suppressed. The overall change demonstrates a 
linear trend, with the variation trends among different electronic com-
ponents remaining remarkably consistent. When the thermal conduc-
tivity decreases from 0.0004 W/(m⋅K) to 0.0001 W/(m⋅K), the 
temperature of the antenna driver drops from 118.24 ◦C to 108.99 ◦C. 
The temperature-thermal conductivity slope is about 3 × 104 ◦C/(W/ 
(m⋅K)). 

As the main heat storage pool of the thermal management system, 
PCMs are critical for the temperature control of the heat sources. Fig. 8 
(b) displays the temperature of the electronics at the end of the time 
using three different kinds of PCMs, organic paraffin, eutectic salts and 
metal alloy. Table 5 shows the thermal properties of each PCM. The 
metal alloy demonstrates the optimal temperature control effect than 
another two materials. The average temperature is lowered by ~2 ◦C 
and ~6 ◦C compared with organic paraffin and eutectic salts, 
respectively. 

5. Conclusion 

A transient heat transfer model for predicting the temperature of 
logging tools in real time is developed. Its performance is examined by 
comparison with experimental and numerical simulation results. The 
average relative error of the temperature between the model and 
experiment is 6.5 %, and the average absolute error is 3.5 ◦C. This result 
firmly validates the accuracy of the model. Compared with the numer-
ical simulation, the accuracy of the predicted temperature is only 1.3 ◦C 
worse, but the calculation time is reduced by 6 × 104 times; that is, the 
efficiency is greatly improved. The proposed model can be used to 
predict the temperature of downhole electronics under different work-
ing conditions. 
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