An immersed jet array impingement cooling device with distributed returns for direct body liquid cooling of high power electronics
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HIGHLIGHTS

- A jet array impingement device for direct body liquid cooling is proposed.
- A high power test facility for up to 800 W heat power is established.
- The low temperature rise of 38.7 °C is achieved with heat power of 800 W.
- The maximum effective heat transfer coefficient \( h = 41,377 \text{ W/m}^2\text{K} \) is achieved.
- The combine effect of body cooling and 3D thermal conduction is studied.
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ABSTRACT

Heat removal of high-power electronic devices has become the bottleneck that restricts the working performances. For ultrahigh heat flux density, even a thin layer of thermal interface material will dominate the temperature rise along the whole heat dissipation path. The existing liquid cooling only consider the cooling of the top surface of the electronic devices/chips, causing insufficient utilization of the cooling potential. In this paper, an immersed jet array impingement cooling device with distributed returns was designed, fabricated, and tested. In the proposed cooling device, the chip is immersed in the coolant and the coolant is ejected onto all the immersed surface of the electronics through the impinging jets, enabling to provide body cooling for high-power electronics. To prevent the jet interference between adjacent jets, distributed extraction returns were set between the adjacent jets for coolant to exit the impingement domain without flowing past the surrounding jets. The measured average temperature of the high-power chip with input heat power 550 W and flow rate 1000 ml/min is 77.0 °C, where the effective heat flux is 110 W/cm², and the inlet coolant temperature is maintained to be 40 °C. The average temperature of the high-power chip under the input heat power of 800 W (160 W/cm²) is 78.7 °C with the flow rate reaching 2000 ml/min. The effective heat transfer coefficient of 41,377 W/m²K in maximum was achieved. The present body cooling is expected to provide high heat removal ability and be used for ultrahigh heat flux density electronics.

1. Introduction

The thermal management of high power electronics, such as the IGBTs, the HEMTs, the LEDs and the high-performance computing chips, has become a critical issue due to the large amount of heat generation, large heat flux and the decreasing feature size [1–7]. Higher temperature causes poorer performance and efficiency [8,9], larger failure rate [10,11] and limits the design power of electronic devices. Active liquid cooling, which includes the microchannel liquid cooling [12], jet impingement liquid cooling [13–15] and spray cooling [16,17], has been validated to be a promising thermal management technique to maintain the temperature of high power electronics with heat flux up to 1 kW/cm² within a reasonable range.

Most microchannel cooling techniques are indirect liquid cooling [18–20]. The microchannel heat sink is attached to the electronic device by the TIM. The fluid flows inside the heat sink and never touches the electronic device directly. Therefore, there should be at least a layer of heat sink wall and a layer of TIM lie between the coolant and the electronic device, resulting in large conductive thermal resistance at high heat flux. The thermal conductivity of the commercial TIM is usually less than 5 W/mK. The TIM has been stated to be even the main bottleneck to reduce the thermal resistance between the coolant and the
high power electronics [21] and it becomes the dominating obstacle in improving overall cooling performance. However, this thermal resistance can be eliminated by using the direct liquid cooling, where the coolant directly contact with the surface of the electronic device. Jet impingement and spray cooling are both direct liquid cooling techniques. Spray cooling was reported to have the highest heat dissipation capability owing to the direct cooling and boiling of the micron liquid droplets. However, the spray cooling contains liquid and vapor, and complicated nozzles are required, making the whole system very complicated and hard to be miniaturized. The single-phase jet impingement is not that complicated and is easy to be miniaturized, especially the confined jet impingement cooling [22–24].

Single-phase confined jet impingement cooling has been massively studied during the past decades. Jorg et al. presented an approach of direct single jet impingement liquid cooling of a typical MOSFET power module [25]. Heat transfer coefficients up to 12,000 W/m² K were achieved using only 10.8 cm² assembly space for the cooling device. The single jet impingement can only be used to cool a small heated surface because of the temperature non-uniformity. When it comes to the high power electronics with relatively large heated surface, jet array impingement must be applied. However, in the jet array impingement, the jet interference between adjacent jets prior to impingement on the surface and interaction due to collision of surface flows make the heat transfer coefficient aggressively weakened [13]. The most promising method for mitigating jet interference effects is by interlaying distributed fluid extraction ports throughout the jet array. This allows the spent fluid flows though the distributed returns to exit the impingement domain without flowing past the surrounding jets. This flow concept was introduced by Huber et al. in 1994 [26]. After this, a plenty of researches were done to study the jet array impingement with distributed extraction returns [27–32]. Bandhauer et al. developed a jet impingement direct liquid cooling solution for high performance ICs, and the average heat transfer coefficient of 13,100 W m⁻² K⁻¹ was achieved [32] but the test heat load was relatively low (less than 200 W, compared with the high power electronics).

In addition, most of the cooling methods are only focused on the cooling of one surface of the electronic device but the rest surfaces of the electronic device are not used to be cooled. As is well known, the larger heat transfer area leads to higher heat dissipation performance. For example, the size of the simulated high power chip in Fig. 1 is 10 mm × 50 mm × 4 mm. The calculated surface temperature distribution of the high power chip (2500 W) with top surface cooling and with the five-surface cooling are shown in Fig. 1(a) and (b), respectively. The only surface that is not cooled in Fig. 1(b) is used for electric connection. To achieve the same maximum temperature, the heat transfer coefficient h of the top surface cooling only should be 2.5 times as large as that of the five-surface cooling case. The cooling surface area of the case in Fig. 1(a) is 9.8 cm², which is only 1.96 times (less than 2.5) as large as the cooling surface area of the case in Fig. 1(b). Therefore, the heat dissipation improvement of the body cooling in Fig. 1(b) is not only due to the increasing of the cooling surface area, but also the 3D thermal conduction of the bulk high power chip. When all the available surfaces are cooled, the thermal resistance between the coolant and the heat source is smaller than in the case that only one surface is cooled. Therefore, from this point of view, cooling all the available chip surfaces could have better cooling performance than only one surface.

Inspired by this, in this work, we developed an immersed jet array impingement cooling device (IJAICD) with distributed returns. The whole chip is immersed in the cooling device and the device provides so-called body cooling, which means high-efficient direct liquid cooling for the 5 surfaces of the high-power chip, while the rest surface of the chip is used for electric connection. Interlaying distributed extraction returns were set between impingement jets for the coolant to exit the impingement domain. The cooling device prototype was fabricated and tested by experiments. And the heat transfer process is studied by numerical simulations. The developed body cooling device may be more suitable for cooling high power and high heat flux electronics, such as the insulated gate bipolar transistor (IGBT) units, high electron mobility transistor (HEMT) units and the radar units, etc.

2. Methods

2.1. The IJAICD design and fabrication

Fig. 2(a) shows the schematic diagram of the IJAICD. The high-power chip is attached to the printed circuit board (PCB) by the TIM or solder. The contact surface is used for electric connection and the rest 5 surfaces (left surface, front surface, top surface, back surface and right surface) are cooled by impingements. The coolant flows into the IJAICD from the inlet and is then distributed to each impinging jet orifice. The coolant is directly ejected onto the corresponding heated chip surface through the orifice and is then influenced by the surface. The flow is decelerated in the axial direction and accelerated in the radial direction. The thickness of the temperature and velocity boundary layer in the impingement region is very thin and uniform due to the radial acceleration of the fluid, resulting in a very large heat transfer coefficient. As is mentioned above, the distributed return ports are set between the adjacent impinging jet orifices for the coolant to exit the impingement domain. Then the coolant flows out of the IJAICD though the outlet and carries the heat away. The IJAICD is fixed on the PCB with screws. An annular groove is machined on the device for assembling of the O-ring, which is used to prevent leaks. Fig. 2(b) shows the arrangement of the impinging jets and returns. There are five impinging walls corresponding to the five surfaces of the high-power chip. Impinging jets and returns are set on each impinging wall to provide a body cooling effect, rather than the traditional cooling for the top surface only. The heat transfer to impinging jets can be characterized by several parameters, such as the fluid Prandtl number Pr, the jet Reynolds number Re, impinging jet nozzle diameter D, nozzle-to-target surface distance H and nozzle-to-nozzle spacing Dn. The geometric structure parameters of the impinging jet designed in the IJAICD in this work are shown in Fig. 2(c). The nozzle-to-target surface distance (Fig. 2(d)) between the five impinging jet walls and the five surfaces of the high-power chip are designed to be the same, namely H = H₁ = H₂ = 0.4 mm. There are two lines of 20 impingement nozzles on the top wall, one line of 10 nozzles on the back wall and front wall, one line of 2 nozzles on the left wall and right wall. Thus, there are totally 44 impingement nozzles with diameter 400 μm. It should be mentioned that the structure parameters of the impingement and returns were not optimized, and they were
determined by referring to the previous work [27–29]. The diameter of the impingement jet orifices was determined by taking the capability and difficulty of the 3D printing process into consideration. The orifice diameter cannot be too small. Thus, we believe that the heat dissipation performance may be better if the structure parameters are optimized further.

The IJAICD was fabricated by using the Stereo lithography (SLA) 3D printing process. The advantages of the 3D printing in creating microfluidic devices were demonstrated recently [33]. The structure of the IJAICD is quite complicated due to the manifolding geometry of the jet-adjacent fluid returns and the small feature size of the whole device and the orifices of the impinging jets and returns. Traditional precision mechanical machining process can be used to fabricate the IJAICD only if the device is divided into several layers. However, the adhesion or soldering of the layers may lead to serious sealing problems, which is no problem when using the 3D printing process. The machining precision of the 3D printing is able to reach 10–50 μm.

### 2.2. Experimental setup

In order to test the heat dissipation performance of the IJAICD, a test facility was constructed. Fig. 3(a) shows the schematic diagram of the test section. The IJAICD was fixed onto the PTFE plate by several screws. The O-ring was used to prevent the leakage problems. The thermal conductivity of PTFE is very low (0.24 W/m·K), making it suitable to be used as the adiabatic support plate. The structure parameters of the high-power chip in this work is 10 mm × 50 mm × 4 mm. A simulated chip made of pure copper was used to simulate the high-power chip. Seven K-type thermocouples with accuracy of ± 0.5 °C were embedded in the simulated chip to monitor and test the temperature of all the surfaces of the high-power chip (simulated chip). The temperature of the thermal insulation cotton was measured by a thermocouple embedded in the cotton.

Seven grooves were machined for the assembly of the thermocouples as shown in Fig. 3(b). The locations of the seven thermocouples inside the simulated chip are shown in Fig. 3(c). To measure the temperature of the surface more accurately, the thermocouples should be set as close as possible to the corresponding simulated chip surface. Considering the capability of the machining process, the distances between the thermocouple and the side surface are set to be 1.3 mm, while the distances between the thermocouple and the top surface are set to be 0.15 mm (Fig. 3(c)). The TIM was coated on the thermocouple to make the thermal contact between the thermocouple and the simulated chip better. A pure copper block was fixed to the simulated chip by 16 screws to provide sufficient fastening forces. The TIM (Dow Corning TC-5121) with thermal conductivity of 3 W/m·K was coated between the simulated chip and the copper block to decrease the thermal contact resistance. Seven heating rods were inserted in the copper block to provide the heat source. Each heating rod can provide 130 W heat load in maximum. Therefore, the maximum input thermal power of the simulated chip is 910 W. A thermocouple was inserted into the bottom part of the copper block to monitor the maximum temperature of the whole system to prevent overheat of the copper block. In order to prevent the heat loss, the thermal insulation cotton was used to wrap the copper block up. The temperature of the thermal insulation cotton was measured by a thermocouple embedded in the cotton.

The test facility in this work is schematically shown in Fig. 4. The working fluid deionized water is circulated through the flow loop driven by a hydraulically levitated centrifugal micropump [34–36]. The maximum flow rate of the micropump is 3.5 L/min and the maximum pressure head is 160 kPa. The flow rate can be set by tuning the rotation speed of the micropump and by the valve. The volume flow rate is measured by a turbine flow meter (YF-S401) with ± 2% accuracy. The pressure drop between the outlet and inlet of the IJAICD is measured by a differential pressure gauge (HT1895) with ± 0.3% accuracy. The air-cooled heat exchanger with 16 copper pipes was used to cool the coolant and remove the heat to the ambient. A 40 μm filter was positioned upstream of the IJAICD to prevent blocking caused by impurities in the coolant. A water tank was assembled upstream of the filter and a thermocouple was put inside the water tank to measure the inlet coolant temperature. Another thermocouple was used to monitor the ambient temperature. The flow rate could be reliably controlled in the range of 300 mL/min–2.2 L/min in this test facility. The inlet temperature could be controlled at 40 °C stably by tuning the rotating speed of the fans in the air-cooled heat exchanger. DC power supplies were used to provide the input power of the heating rods, the micropump and the air-cooled heat exchanger. A data acquisition instrument was used to record the temperature data from thermocouples (see Fig. 5).
2.3. Numerical simulation

Numerical simulations were done to calculate the temperatures of the simulated chip by using the commercial multi-physics software COMSOL MULTIPHYSICS 5.3a. The CFD and Heat Transfer packages were coupled in this study to simulate the fluid flow and heat transfer process in the IJAICD. The simulated chip was set as copper and the coolant was the deionized-water. The physical property parameters of the materials used in the numerical simulation are listed in Table 1. The inlet temperature of water $T_{\text{fluid,in}}$ was set as 40 °C. The boundary heat source was added on the bottom surface of the simulated chip to meet with the boundary condition of the experiment. As is mentioned above, the heat transfers from the bottom copper block to the simulated chip, so the boundary heat source is added to the simulated chip in the experiment. To characterize the heat transfer and fluid flow process more accurately, grids were finer in the impinging jet and return regions. The grid independence test was done. The maximum temperature in the simulated chip calculated with 1,005,286, 1,432,212 and 1,891,980 grids are 86.5 °C, 86.8 °C and 84.3 °C, respectively. The discrepancies are no more than 2.88%. Considering the calculation costs, we used the case with 1,005,286 in the rest simulations, in which the ‘normal’ grid was selected in the COMSOL.

Fig. 3. (a) The schematic diagram of the test section, (b) the schematic diagram of the heated region and the assembly of the thermocouples and (c) the location of the thermocouples.

Fig. 4. The schematic diagram of the test facility.
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Table 1

<table>
<thead>
<tr>
<th>Material</th>
<th>k (W/m·K)</th>
<th>ρ (kg/m³)</th>
<th>μ (mPa·s)</th>
<th>cₚ (J/kg·K)</th>
<th>Tₘₙₐₙ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.635</td>
<td>992.2</td>
<td>0.6533</td>
<td>4174</td>
<td>40</td>
</tr>
<tr>
<td>Pure copper</td>
<td>380</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

3. Results and discussion

The IJAICD was successfully fabricated by 3D printing process, as shown in Fig. 6(a)–(c). The material we used to make the IJAICD is the thermostable resin (PerForm, Somos). The dimension of the impinging jet region is 10.8 mm × 50.8 mm × 4.4 mm. Fig. 6(c) shows the view of the impinging jet and return orifices. It can be seen that the impinging jet and return orifices were machined on the top wall and other five sidewalls. The microscopic image of the impinging jet and return arrays on the top wall is shown in Fig. 6(d). The diameter of the machined impinging jet D is 424 μm, slightly larger than the designed value 400 μm. The discrepancy is due to the accuracy of the 3D printing process. The measured two jet-to-jet spacing values are 5015 μm and 4956 μm. The diameter of the extraction return orifice Ds is 822 μm.

The range of the test flow rate is from 500 ml/min to 2100 ml/min in experiments and numerical simulations. The range of the input heat power if from 100 W to 800 W. The numerically calculated temperature distribution of top, front and right of the simulated chip is shown in Fig. 7. Results indicate that the minimum temperature regions are at the corners of the simulated chip. This phenomenon is similar with the case in Fig. 1(b). It is believed to be benefit from the body cooling effect and the 3D thermal conduction in the simulated chip. In Fig. 7, the impingement patterns and the extraction return patterns can be observed obviously through the temperature distribution of the surfaces. The temperature of the impingement domain is much lower and the temperature of the extraction return domain is much higher than the surrounding domain. The highest temperature theoretically exists at the center of the bottom surface, so the bottom of the front surface has the highest temperature in Fig. 7. When the flow rate increases from 1500 ml/min to 2000 ml/min, the jet Reynolds number and the jet velocity are both increased, resulting in larger heat transfer coefficient. As the IJAICD provides body cooling for all the five surfaces, the temperature at any position decreases simultaneously.

The numerically calculated surface temperature on line A, line B and line C (Fig. 7) are shown in Fig. 8(a). The temperature variation trends of line A on the top surface and line B on the front surface are the same, owing to the same arrangement of impinging jets. The macroscopic trends for temperature of line A, B, and C are firstly increased and then decreased. There are 10 valleys for line A and B, 2 valleys for line C with lower temperature, indicating the existence of 10 impinging jets on line A and B and 2 impinging jets on line C. The calculated local heat transfer coefficients are shown in Fig. 8(b). The local heat transfer coefficient is calculated as

$$h_{loc} = \frac{q_{loc}}{(T_{loc} - T_{fluid,in})}$$  \hspace{1cm} (1)

where $q_{loc}$ is the local heat flux normal to the surface and $T_{loc}$ is the local surface temperature. The heat transfer coefficients of line A, B and C show great coincidence. The heat transfer coefficient at the stagnation point of the impinging jets could reach as high as $2.6 \times 10^5$ W/m²·K but that of the rest places decrease heavily to be lower than $10^4$ W/m²·K. It can be seen that the maximum local heat transfer coefficients of different jets for the same surface have some differences. We believe that this phenomenon is mainly due to the flow maldistribution. The average heat transfer coefficients for the surface are also depended on the area ratio the impingement jets to the surfaces. According to the structure design, the area ratio of the impingement jets to the surfaces are almost the same, indicating that the impingement jets for the top, front and right surfaces have almost the same cooling performance. In Fig. 8(b), it can be seen that the local heat transfer coefficients at the edge of the surfaces are very large. The local heat flux normal to the surface at the edges may be very large, due to the influence from the adjacent surfaces. Therefore, the calculated $h_{loc}$ at the edges are large based on Eq. (1). This helps to explain the reason why the temperatures at corners of the simulated chip are relatively low. It is a combined effect of the body cooling and the 3D thermal conduction of the simulated chip.

It also can be observed that the temperature on the right surface...
Fig. 6. (a) Top view of the fabricated IJAICD prototype, (b) bottom view of the fabricated IJAICD prototype, (c) view of the impinging jet and return orifices and (d) the microscopic image of the impinging jet and return arrays on the top wall.

Fig. 7. Numerically calculated temperature distribution on top, right and front surface of the simulated chip.

Fig. 8. Numerical calculation for (a) the surface temperature on line A, B and C with volume flow rate 2000 ml/min and input heat power 500 W and (b) the local heat transfer coefficient on line A, B and C with volume flow rate 2000 ml/min and input heat power 500 W.

Fig. 9. Numerical simulation of the simulated chip with boundary heat source 500 W and homogeneous heat transfer coefficient $h = 10,000$ W/m²·K.
(line C) is much lower than that on the top and front surfaces (line A and line B). As is explained before, the impinging jets provide equal heat transfer coefficients and equal cooling performance to the five surfaces. Thus, the only explanation is that the heat fluxes are different on these surfaces. This phenomenon also exists in the case shown in Fig. 9. We simulated the 3D thermal conduction in the simulated chip by adding equal heat transfer coefficients on the five surfaces and adding the boundary heat source on the bottom surface. Results show that the right surface has the lowest temperature. This explains that the temperature difference and heat flux difference are mainly due to the combined effect of the body cooling effect and 3D thermal conduction. Body cooling makes the coolant more closely to the heat source, and the thermal conductive resistance from heat source to the surface is non-uniform, due to the 3D thermal conduction of the bulk simulated chip. This is also why the required heat transfer coefficient ratio of the one surface cooling to the body cooling is much larger than the heat transfer area ratio of the body cooling to the one surface cooling (Fig. 1).

The simulation results of the streamline of jets and returns and the flow distribution of jets are shown in Fig. 10. The simulation was conducted under the 2000 ml/min flow rate and 500 W input heat power. Due to the small cross-section area, the flow velocity of the jet is quite large (up to 9.08 m/s). So that the extremely thin boundary layer is formed on the chip surface, resulting in large heat transfer coefficient. It can be obtained in Fig. 10(a) that there is no obvious flow interaction between the top jets and between the top jets and the left jets. This is mainly because of the existence of the returns (Fig. 10(b)). Despite of the existence of the relatively large cavity, which acts as the buffer before the fluid flows into jets, the flow maldistribution still exists. This is mainly due to the pressure difference and the flow resistance between the inlet and outlet. The cross-section area-averaged flow velocity of all the 44 jets are shown in Fig. 10(c). The flow maldistribution can be clearly observed on the 2 × 10 top jets. 10 jets near the inlet have larger flow velocity and the 10 jets near the outlet have smaller flow velocity. The slight flow maldistribution effect exists even between the 10 jets of the same row. The same phenomenon can be found in the front, back, left and right jets. The flow maldistribution effect may lead to slightly different convective heat transfer coefficients of jets (Fig. 8(b)).

The experimental tested temperatures are shown in Fig. 11. The tested average temperature and maximum temperature of the simulated chip are in great agreement with simulated results. The maximum temperature was represented by temperature measured by thermocouple number 4. The average temperature was calculated as

\[ T_{\text{ave}} = \frac{1}{7} \sum_{j=1}^{7} T_j \]  

where \( T_j \) (\( j = 1, 2, ..., 7 \)) represents the temperature measured by the \( j \)th thermocouple. The temperature changes linearly with increasing the input thermal power. The measured average temperature with input heat power 550 W and flow rate 1000 ml/min is only 77.0 °C, where the effective heat flux is 110 W/cm². The temperature rise is only 37 °C, based on the inlet fluid temperature of 40 °C. From Fig. 10(c), it can be observed that the maximum input heat power reaches 800 W. With the flow rate of 2000 ml/min, the average temperature of the simulated chip at the input heat power of 800 W is only 78.7 °C, where the effective heat flux is 160 W/cm². Even the maximum temperature in the simulated chip is only 86.8 °C, which is a very safe and comfort temperature for high-power electronics.

Results of the tested copper block temperature and the temperature of the thermal insulation cotton are shown in Fig. 11(d). The results were tested with the flow rate of 2000 ml/min. The temperatures increase linearly with increasing the input heat power. The maximum temperature of the cotton is 65.3 °C. The heat loss usually increases with increasing the heating power. Therefore, we calculated the maximum heat loss of the test section at the input heat power of 800 W. The heat loss was briefly calculated using the Newton’s law of cooling

\[ q_{\text{loss}} = h_n \times A_n \times (T_c - T_\text{ave}) \]  

where \( h_n \) is the natural convective heat transfer coefficient, \( A_n \) is the surface area of the copper block, \( T_c \) is the
cotton temperature and $T_a$ is the ambient temperature. $h_n$ is set to be 10 W/m²K, which is believed to be almost the maximum natural convective heat transfer coefficient in reality. The $A_n$ was calculated to be 368.8 cm². The ambient temperature is 22 °C in minimum. Therefore, the calculated $q_{loss}$ should be 15.97 W, which is only 2% of the input heat power (800 W). It means that the heat loss in this work should be no more than 2%.

Fig. 12(a) shows that the temperature of the simulated chip decreases with increasing the volume flow rate. When the input heat power is 500 W, the maximum chip temperature is 68.2 °C with the volume flow rate of 2100 ml/min. And, the maximum chip temperature is only 57.2 °C with the same volume flow rate, when the input heat power is 300 W. It can be observed from the trend of the results that when the volume flow rate is further increased, the temperature should be even lower. This indicates that the fluid convection thermal resistance is the main thermal obstacle even if the volume flow rate is very large. There are two reasons to explain it. One is that, as for the IJAICD, the convection thermal resistance is the only thermal resistance between the coolant and the chip, because of the direct liquid cooling. The other is that, as for the impinging jet liquid cooling, the heat transfer coefficient always increase with the volume flow rate and will not converge to a value, due to the better heat transfer performance when the jet velocity is larger. The pressure drop of the IJAICD as a function of volume flow rate is shown in Fig. 12(b). The pressure drop increases with the volume flow rate. The pressure drop is 19.8 kPa as the volume flow rate reaches 2000 ml/min, which is a very small pressure drop. As a comparison, the pressure drop of the microchannel heat sink developed by Sharma et al. [37] reaches 40 kPa when the volume flow rate is only 1200 ml/min.

Fig. 13 shows the total thermal resistance as a function of volume flow rate. The total thermal resistance is calculated as $R_{tot} = (T_{ave} - T_{fluid,in})/P_{heat}$, where $P_{heat}$ is the input heat power. The total thermal resistance decreases heavily with increasing the volume flow rate. The minimum total thermal resistance of 0.05 K/W was realized when the volume flow rate is 2100 ml/min. Assuming that the thermal conductivity of the TIM is 3 W/m·K, and considering the thickness of 50 μm, the thermal resistance of the TIM used on the surface of the simulated chip should be 0.033 K/W. Therefore, the total thermal resistance of the IJAICD is able to be compared with the thermal conductive resistance of the TIM, which is only a small part of the whole traditional heat sink.

We calculated the effective wall heat transfer coefficient $h_{eff,wall}$ and the foot print heat transfer coefficient $h_f$, and the results are shown in Fig. 14(a). They are calculated as

$$h_{eff,wall} = \frac{q}{(A_{top} + A_{left} + A_{front} + A_{right} + A_{back})(T_{wall} - T_{fluid,in})}$$

where $A$ represents the surface area and $T_{wall}$ is the averaged wall temperature.
temperature that is given by
\[ T_{\text{wall}} = \frac{T_1 + T_2 + T_3 + T_4 + T_5 + T_6}{6} \]  
(4)

\( h_{fp} \) represents the effective heat transfer coefficient that calculated as the traditional one-surface cooling situation, and is given by
\[ h_{fp} = \frac{q}{A_{\text{top}} (T_{\text{avg}} - T_{\text{fluid in}})} \]  
(5)

The heat transfer coefficients increase with the volume flow rate. The input heat power has nearly no effect on the heat transfer coefficients. The maximum \( h_{fp} \) in this work can reach 41,377 W/m²·K with the volume flow rate of 2100 ml/min. The effective wall Nusselt number \( \text{Nu}_{\text{eff, wall}} \) and the foot print Nusselt number \( \text{Nu}_{fp} \) as a function of \( \text{Re} \) are shown in Fig. 14(b). The Nusselt number and the \( \text{Re} \) were calculated based on the jet diameter. We did the non-linear fitting of these two parameters, and the fitting results are
\[ \text{Nu}_{\text{eff, wall}} = 0.32 \times \text{Re}^{0.453} \]  
(6)
and
\[ \text{Nu}_{fp} = 0.685 \times \text{Re}^{0.4376} \]  
(7)

Fig. 12. (a) The average and maximum temperature of the simulated chip as a function of the volume flow rate and (b) The pressure drop of the IJAICD as a function of the volume flow rate.

Fig. 13. The total thermal resistance as a function of volume flow rate.

Fig. 14. (a) The effective wall heat transfer coefficient \( h_{\text{eff, wall}} \) and the foot print heat transfer coefficient \( h_{fp} \) as a function of the volume flow rate and (b) \( \text{Nu}_{\text{eff, wall}} \) and \( \text{Nu}_{fp} \) as a function of \( \text{Re} \).
The calculated $h_p$ in this work is compared with other liquid cooling studies, and the results are shown in Fig. 14. The data of other liquid cooling studies are obtained from the previous review [38]. Results show that the IJAICD has good cooling performance and relatively large heat transfer coefficient. It is promising for cooling the high power electronic devices (see Fig. 15).

4. Conclusions

In this work, we developed an immersed jet array impingement cooling device with distributed returns. The IJAICD provides high efficient body cooling to the high-power chip. Five surfaces of the chip are directly liquid cooled by impinging jets. We fabricated the prototype of the IJAICD and established a test facility to test the heat dissipation performance of the IJAICD. Numerical simulations were done to study the heat transfer process of the IJAICD. The test input heat power for the simulated chip is as high as 800 W to simulate the high-power chips. The low temperature regions exist at the corners of the simulated chip, due to the combine effect of the body cooling and the 3D thermal conduction. Results show that the temperature of the simulated chip increases linearly with increasing the input heat power. The measured average temperature with input heat power 550 W and flow rate 1000 ml/min is only 77.0 °C. The temperature rise is only 37 °C with the inlet fluid temperature of 40 °C. The average temperature of the simulated chip at the input heat power of 800 W is only 78.7 °C with the flow rate reaches 2000 ml/min. According to the measured temperature of the thermal insulation cotton, the heat loss of the test section is calculated to be no more than 2% of the whole input heat power. The minimum total thermal resistance of the IJAICD reaches 0.05 K/W with the volume flow rate 2100 ml/min. The body cooling device (IJAICD) is able to take full advantage of the heat dissipation area of the high-power chip than traditional one-surface cooling methods. And the 3D thermal conduction of the high-power chip can be taken advantage of in the body cooling method. Therefore, the IJAICD may be a promising option for cooling the high-power electronic devices.
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